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How?

Sweden Ban Christmas Lights to Avoid Angering 
Muslim Refugees

Is it true?

#$!*&
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The CheckThat! Lab @ CLEF
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The CheckThat! Lab (2018-2022) in a Nutshell
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Multiple languages Multiple tasks



Participation
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      Claim Verification

Given a check-worthy claim and a set 
of potentially-relevant Web 
pages/passages, estimate the 
veracity of the claim.

4

I do not!

Donald thinks 
climate change 
is a hoax

5:   Check-Worthiness on debates

Predict which claim in a political 
debate should be fact-checked

EN5

3:  Evidence Retrieval

Given  a  check-worthy  claim and  a  
retrieved  list  of potentially-relevant 
Web pages, retrieve useful passages 
for fact-checking (i.e., constituting 
evidence). 
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The CLEF CheckThat! Lab:Tasks, Lang & Data
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fr, hi, it, ka, 
pl, pt, ru, sl
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Our Main Focus in 2018-2023

      Claim Verification

Given a check-worthy claim and a set 
of potentially-relevant Web 
pages/passages, estimate the 
veracity of the claim.

4

I do not!

Donald thinks 
climate change 
is a hoax

5:   Check-Worthiness on debates

Predict which claim in a political 
debate should be fact-checked

EN5

3:  Evidence Retrieval

Given  a  check-worthy  claim and  a  
retrieved  list  of potentially-relevant 
Web pages, retrieve useful passages 
for fact-checking (i.e., constituting 
evidence). 
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The Verification Pipeline and 2024 Tasks

      Claim Verification

Given a check-worthy claim and a set 
of potentially-relevant Web 
pages/passages, estimate the 
veracity of the claim.

4

I do not!

Donald thinks 
climate change 
is a hoax

5:   Check-Worthiness on debates

Predict which claim in a political 
debate should be fact-checked

EN5

3:  Evidence Retrieval

Given  a  check-worthy  claim and  a  
retrieved  list  of potentially-relevant 
Web pages, retrieve useful passages 
for fact-checking (i.e., constituting 
evidence). 
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T1: used the most 
by professionals

T2: should we check 
an opinion piece?

T3: does it look 
propagandistic?

T5: can this be verified using 
evidence retrieved from authorities?

T6: what if 
this is an 
adversarial 
example?

T4: who is a hero, a 
villain, a victim?

T1 Check-worthiness estimation

T2 Subjectivity in news

T3 Persuasion in news

T4 Hero, villain, and victim in memes

T5 Rumor Verification using evidence from authorities

T6 Robustness of Credibility Assessment with 

     Adversarial Examples



Task 1: Check-Worthiness Estimation of 
Multigenre Content
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Motivation

12

Olympic Boxer Imane Khelif Featured on Vogue Algeria 
Front Covers



Task Description
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Which asks to detect whether a given text snippet from multigenre 
content, in a form of a tweet or a sentence from a political debate or 
speech, is worth fact-checking.

ar ennl es



Data
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Training, development and dev-test subsets for the 2024 edition by 
re-using all the data released in 2023

Test Sets:
- Arabic: Tweets using keywords relevant to the war on Gaza, that 

started in October 2023.
- Dutch: 1𝑘 messages between January 2021 and December 2022 on 

climate change and its associated debate
- English: Transcribed sentences that did not appear in Arslan et al. 

(2020)
- Spanish: No test set

ar ennl es



Data

15



Results
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Approaches

17

● Transformers were most 
popular. 

● Monolingual and multilingual 
transformers

● Several teams used LLMs: 
LLaMA, Mistral, Mixtral, and 
GPT



The task attracted significant participation, with 75 registered teams
- 13, 15 and 26 teams participated for Arabic, Dutch and English, respectively

Performances:
- Performances of the systems are relatively higher for English, followed by Dutch 

and Arabic
- Performances suggest that there is a room for improvement for English and low 
resource languages.
- Interests have been increasing over the years… 

Summary/Main takeaways/Highlights

18



Task 2: Subjectivity in News Articles



Motivation

20

Subjective sentences often include elements that make them more difficult to 
analyze by machine learning models.

Objective sentences => Fact-checking pipeline

Subjective sentences => Additional processing

● Opinion piece: discard information
● Contains fact:

○ extract the objective version
○ flag it as a feature?

The event, which organisers had envisaged as a 
celebration of a new, progressive era, turned into a 
chaotic nightmare.

There is yet everywhere a deficit in the public 
revenue because the shrinkage in everything 
taxable was so sudden and violent.



Task Description

21

Given a sentence, extracted either from a news article, determine whether it is 
influenced by the subjective view of its author (class SUBJ) or presents an 
objective view of the covered topic (class OBJ).

Offered in five languages:
Arabic, Bulgarian, English, German, and Italian

Also offered in a multilingual setting.



Examples
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Data

23



Results

24



Approaches
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Summary

26

● Transformers were most popular, both 
monolingual and multilingual.

● Strategies for data augmentation relied on 
LLMs.

● Strategies for addressing multilinguality include 
translation of data, multilingual training



Task 3: Persuasion Techniques27



Motivation

28

Recognizing the various techniques used in news articles to influence readers' opinions 

on important topics.



Task Description

29

Given a news article and a list of 23 persuasion techniques, identify the spans where each 

technique occurs



Data
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Evaluation: Partial Matching

By traditional measures 
this is not a match

31

Fact: humanity will be extinct by 2025

Fact: humanity will be extinct by 2025

We propose a evaluation measure based on partial matching



Results

32

* Post competition experiment from the organizers



Approaches

33



Summary/Main Takeaways/Highlights
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● Mostly fine-tuned transformer-based model

● Multilingual transformers

● Strategies for data augmentation

● Strategies for two-stage classification process



Task 4: Detecting the hero, the villain, 
the victim in memes



Motivation
● Social media

○ Online information exchange

○ Room for manifestation

● Memes express:
○ Emotions1

○ Sarcasm2

○ Hate speech3 and misinformation4

○ Offensiveness5 and harmfulness6

● What about the semantic roles7 within the memes?
1. Sharma et al., SemEval-2020 Task 8: Memotion Analysis- the Visuo-Lingual Metaphor!, SemEval ’20
2. Kumar and Garg, Sarcasm detection in typographic memes, ICAESMT ’19, 
3. Zhou et al., Multimodal learning for hateful memes detection, ICMEW ’21
4. Zidani and Moran, Memes and the spread of misinformation: Establishing the importance of media literacy in the era of information Disorder, Teaching Media Quarterly
5. Suryawanshi et al., Multimodal meme dataset (MultiOFF) for identifying offensive content in image and text, Workshop on Trolling, Aggression and Cyberbullying
6. Pramanick et al., Detecting harmful memes and their targets, ACL-IJCNLP ’21, 
7. Sharma et al., Findings of the CONSTRAINT 2022 Shared Task on Detecting the Hero, the Villain, and the Victim in Memes, CONSTRAINT 2022

36



Task Description
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(b) Transgenders (Villain) - En

Examples

38

❏ Hero: Entity presented in a positive light. Glorified 
for their deeds conveyed via the meme

❏ Villain: Portrayed negatively, associated with adverse 
traits like wickedness, cruelty, hypocrisy, etc.

❏ Victim: Portrayed as suffering the negative impact of 
an unfair act/wrongdoing.

❏ Other: The entity is not a hero, a villain, or a victim.

(a) Rahul Gandhi (Villain) - EnHi (c) ваксината (Villain) - Bg



Annotation Guidelines and Training Data
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Data: Testing

40

Roles EN-HI EN BG
Hero 252 144 66
Villain 348 404 222
Victim 207 122 116
Other 148 141 195
Total 955 811 599



Task 5: Authority Evidence 
for Rumor Verification



Motivation
A trusted source of evidence for fact checking

42

Fact checker

Rumor tweet
Authorities

Evidence from social media

Authorities

Evidence shared by authorities



Authorities Twitter accounts 

Rumor tweet

Evidence tweets from 
authorities 

43

Motivation



Task Description

44

Rumor Verification 
using Evidence from 

Authorities
Evidence from authorities

Rumor tweet

Authorities Twitter accounts

Arabic 
and 

English 



Data
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The data is originally in Arabic but 
translated to English

Authority FindingRumors Collection

Rumors

AuFIN

AuSTR

Evidence Annotation

Rumors 

SUPPORTS 30

REFUTES 64

NOT ENOUGH INFO 66

Authority tweets

Authorities 692

Authority tweets 33705

Arabic rumors English rumors

Train 96 96

Dev 32 32

Test 32 32



Evidence Retrieval Results 
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Evaluation: 
● Mean Average Precision (MAP) for evidence retrieval

5 teams 
for 

English

3 teams 
for 

Arabic



Rumor Verification Results 
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Evaluation: 
● Macro-F1 and strict Macro-F1 for rumor verification

5 teams 
for 

English

3 teams 
for 

Arabic



Approaches
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● 5 teams for English: bigIR, IAI group, DEFAULT, Axolotl, AuthEv-LKolb
● 3 teams for Arabic: bigIR, IAI group, SCUoL
● 2 teams participated in both languages.
● Multiple approaches for evidence retrieval:

○ Fine-tuned existing fact-checking models.
○ Adopted a zero-shot setup by leveraging existing pre-trained 

language models, LLMs, lexical retrieval such BM25, or 
combination of these models.

● Different approaches for rumor verification:
○ Fine-tuned existing fact-checking models.
○ Adopted a zero-shot setup using Large language models such as 

GPT-4 and Llama.



Summary/Main takeaways/Highlights

49

● For evidence retrieval, a fine tuned fact-checking model 
outperformed all models.

● For rumor verification, only the models adopting LLMs managed 
to outperform the baseline. 

● The data is relatively small to train effective rumor verification 
models.



Task 6: Robustness of Credibility 
Assessment with Adversarial Examples 
(InCrediblAE)
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Motivation

51

● ML is increasingly common in 
moderation of platforms with 
user-generated content

● Automatic credibility analysis 
can perform well, but is it 
vulnerable to motivated 
attackers?

● Let’s check how easy it is to 
fool a text classifier by making 
small changes to text input!



Task Description

52

● for each credibility assessment task t (e.g. propaganda detection)
○ for each victim classifier f

t,v
 (e.g. fine-tuned BERT)

■ for each attack example x
i
, e.g.

Puerto Rico’s housing secretary, Fernando Gil, says the number of 

homes destroyed by the hurricane totals about 70,000 so far, (...)

■ find an adversarial modification x
i
*, e.g.

Puerto Rico’s housing secretary, Fernando Gil, says the number of 

houses destroyed by the hurricane totals about 70,000 so far, (...)

■ such that f
t,v

 (x
i 
)≠ f

t,v
 (x

i
*)

=> Compute the victim confusion, example similarity and number of queries.



Data

53

● Three victim classifiers:
○ simple BiLSTM network,
○ fine-tuned BERT
○ surprise classifier (revealed 

in test phase): RoBERTa, 
adversarially fine-tuned.

● Five domains/tasks of 
credibility assessment:
○ News bias assessment (HN)
○ Propaganda detection (PR)
○ Fact checking (FC)
○ Rumour detection (RD)
○ COVID-19 misinformation 

detection (C19)
-> All based on previously 
published datasets.



Approaches
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● Six teams have submitted solutions:
○ MMU_NLP (Manchester Metropolitan University)

○ TurQuaz (TOBB University of Economics and Technology)

○ TextTrojaners (University of Zurich)

○ Palöri (University of Zurich)

○ OpenFact (Poznań University of Economics and Business)

○ SINAI (University of Jaén)

-> All have submitted papers

-> Go to the presentations to see their approaches – sessions on 

Wednesday: oral (OpenFact, TextTrojaner and MMU_NLP) and poster 

(SINAI and TurQuaz)



Results

55

● Automatic evaluation:
○ confusion score [f

t,v
 (x

i 
)≠ f

t,v
 

(x
i
*)]

○ semantic similarity score 
[BLEURT]

○ character similarity score 
[Levenshtein]

○ BODEGA score
● Manual evaluation:

○ meaning preserved / changed / 
nonsensical

○ confidence [1-5]



Highlights
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● Two word-focused approaches dominated the automatic evaluation: 

OpenFact and Palöri,

● In manual evaluation, the two character-focused approaches were judged 

as best at preserving meaning: SINAI and MMU_NLP

● TextTrojaners won some of the scenarios, but at the cost of very many 

queries (record: 15,458.12)

● OpenFact were overall winners, but did not submit the number of queries.

● Only the TurQUaz team attempted to prompt LLMs for adversarial 

examples, but the results were not encouraging.

All the data are available for more experiments in the BODEGA framework: 

https://github.com/piotrmp/BODEGA/ 

https://github.com/piotrmp/BODEGA/


CheckThat! Program
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Programme (Grenoble time)
CT! oral session 1: Tuesday 10th September, 16:40 to 18:10
16:40 - Introduction to the CheckThat! Lab
17:25 - Task 1: Three talks on Check-Worthiness in Multigenre Content

CT! oral session 2: Wednesday 11th September, 14:00 to 15:30

14:00 - Task 2: Three talks on Subjectivity in News Articles
14:45 - Task 5: Three talks on Rumor verification using evidence from authorities

CLEF poster session 3: Wednesday 11th September, 15:30-16:30

CT! oral session 3: Wednesday 11th September, 16:30 to 18:00

16:30 - Task 3: One talk on Persuasion techniques
14:45 - Task 6: Three talks on Robustness of Credibility Assessment with Adversarial Examples

17:30 - Invited talk. Salim Hafid. Claims and Sources in Scientific Web Discourse (SciWeb)

Details on the CheckThat! website:

http://checkthat.gitlab.io/clef2024/#lab-programme 

http://checkthat.gitlab.io/clef2024/#lab-programme


Organisation

Alberto 
Barrón-Cedeño

Firoj Alam Julia Maria Struß Preslav Nako Tanmoy 
Chakraborty

Tamer Elsayed Piotr Przybyła Tommaso Caselli
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Giovanni 
da San Martino

Fatima Haouari Maram Hasanain Chengkai Li Jakub Piskorski   Federico Ruggeri Xingyi Song Reem Suwaileh



Testset (En-Hi)
• Polarized Portrayals: Figures like Narendra Modi and Arvind Kejriwal appear as both 

heroes and villains, indicates polarizing public perception in memes.

• Flexible Narratives: Celebrities such as Salman Khan are depicted across hero, villain, and 
victim roles, expressing adaptability of public figures in meme storytelling.

• Satire in Politics & Entertainment: Memes heavily focus on political and entertainment 
figures; satire prominently used for public events and controversies.

• Public Sentiment: Victimization in memes also reflects public sentiment; figures like Rahul 
Gandhi often portrayed as victims in satire.

• Code-Mixed Language: Hindi-English code-mixing in memes makes them more relatable 
to bilingual audiences, expanding reach and engagement.
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Test-set (En)
• Cultural and Social Roles: Familiar figures like political leaders or archetypal characters 

are elevated as heroes, while portraying marginalized groups as villains, reflecting societal 
biases.

• Humor and Irony: Victim range from serious (e.g., women) to humorous (e.g., goats), 
using satire or trivialization.

• Gender Dynamics: Both men and women are featured prominently, roles switches equally 
between hero and victim, highlighting traditional gender representations.

• Political and Social Bias: Memes amplify political and social biases, often portraying 
real-world groups as villains, serving as a mirror of ideological viewpoints.

• Simplification of Issues: Memes condense complex issues into simple hero-villain-victim 
narratives, which can perpetuate stereotypes or biases.
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Testset (Bg)
• Humor and Irony: The Bulgarian nation is often portrayed through a fictional literature 

character (Bay Ganyo) considered an exemplary image of an anti-hero: an uneducated, 
ignorant, egoistic and poor.

• Gender Dynamics: Men are prominently featured in both hero and victim roles, primarily 

because most big political party leaders are men..

• Victimization: The Bulgarian people are predominantly portrayed as victims of a corrupt 
government or specific political parties.

• Simplification: Memes simplify the political landscape into a choice between A very bad 
villain and a much better Hero alternative. 
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